Jonas Kremer WS 2017/2018
Probability theory

Exercise Sheet 1

Exercise 1 (5 scores)
The Gammafunction I is defined by the Lebesgue integral

['(z) = / t*~le7tdt, z>0.
[0,00)

Prove the following assertions:

(a) I'(z) is well-defined for z > 0.

(b) Let z > 0 and € > 0. Then the Riemann integral I.(z) := f; t*~le~tdt and
I(z) = lim._,o I.(2) exist.

(c) For each z > 0 we have I(z) =I'(z).

(d) The Gammafunction satisfies the following formula

[(z+1)=2I'(2), z>0.

(e) The Gammafunction is continuous.

Hint: Use dominated convergence and the relation between Riemann and Le-
besgue integrals (see appendix in the script).

Exercise 2 (4 scores)
Let m(dx) be the Lebesgue measure on R and set u(dz) = p(z)m(dx) where

1 (@—p)?

p(z) = (2m0%) " 2e” 22 , T ER

with © € R and o > 0. Show that u is a probability measure and it holds that

/|x!ku(d1’) < oo, Vk>1.
R

Compute the expressions [, #*u(dz) and [, (x — p)*p(dz) where k > 1.
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Exercise 3 (4 scores)
Let X be a random variable such that there exists A,C' > 0 with

/|X(w)|”dIP’(w) < AC™, ¥n > 0.
Q

Prove that P(|.X| > C) = 0.

Exercise 4 (4 scores)
Let X be a random variable with X > 0 a.s. and

P(X>n)>—, Vn>1.

S|=

Prove that fQ XdP = .

Exercise 5 (4 scores, Talk)
Prepare a talk on the construction and main properties of the Lebesgue integral.



